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Abstract—In this paper, we propose a low bit-rate speech codec based on vector quantization (VQ) of the mel-frequency cepstral coefficients (MFCCs). We begin by showing that if a high-resolution mel-frequency cepstrum (MFC) is computed, good-quality speech reconstruction is possible from the MFCCs despite the lack of phase information. By evaluating the contribution toward speech quality that individual MFCCs make and applying appropriate quantization, our results show that the MFCC-based codec exceeds the state-of-the-art MELPe codec across the entire range of 600–2400 bps, when evaluated with the perceptual evaluation of speech quality (PESQ) (ITU-T recommendation P.862). The main advantage of the proposed codec is in distributed evaluation of speech quality (PESQ) (ITU-T recommendation P.862). The need to reconstruct speech from MFCCs gained further importance with an extension to the European Telecommunications Standards Institute (ETSI) Aurora distributed speech recognition (DSR) standard [13]. This extension includes a provision whereby a time-domain speech signal may be reconstructed from the received MFCC vectors (transmitted over a 4800 bps channel) together with fundamental frequency and voicing information (transmitted over a 800 bps auxiliary channel) using sinusoidal synthesis [11], [14]. In potential applications of DSR, reconstruction of the speech waveform is important in cases of dispute arising from recognition errors or simply for human verification of transmitted utterances [15].

In [15] the authors investigate speech reconstruction solely from MFCC vectors. They estimate pitch and voicing from the MFCCs by exploiting correlation between the fundamental frequency and the spectral envelope. The primary result is a technique that can yield good predictions of pitch and voicing and, when coupled with MFCC vectors, enables speech reconstruction via sinusoidal synthesis similar to [11]. In their experiments, the authors use the ETSI Aurora standard of 13 MFCCs per frame extracted from a 25 ms speech frame at a rate of 100 vectors/s (uncoded). In informal listening tests, the authors report that “provided the fundamental frequency contour was smooth, then intelligible and reasonable quality speech can be reconstructed” [15]. Unfortunately, prediction accuracy of the fundamental frequency and voicing when using speaker independent models can be degraded. Therefore without formal subjective tests or objective quality measures, it is difficult to fully assess quality in the speech signal reconstructed from MFCCs through this approach.

In [16] the authors present a predictive vector quantization (VQ)-based coding scheme for 13 MFCCs at 8700 bps, nearly twice the ETSI bit-rate of 4800 bps. Speech reconstruction is accomplished by a conversion of MFCCs to linear prediction coefficients (LPCs) which are used to synthesize the speech waveform. The authors report PESQ scores equivalent to the

I. INTRODUCTION

The cepstral analysis of speech signals is a homomorphic signal processing technique to separate convolutional aspects of the speech production process [1]. Cepstral analysis allows the pitch and formant structure of speech to be easily elucidated which is important for pitch detection, phoneme recognition [2]–[5], and speaker characterization [6]–[8]. As such, cepstral analysis finds widespread use in speech processing including automatic speech recognition (ASR) and speaker recognition (SR). In particular, analysis based on the mel-frequency cepstrum (MFC) with a basis in human pitch perception [9], [10] is perhaps more common, e.g., [7], [8].

Reconstruction of the speech waveform from mel-frequency cepstral coefficients (MFCCs) is a challenging problem due to losses imposed by discarding the phase spectrum and the mel-scale weighting functions. Among the earliest investigations for reconstruction of a speech waveform from MFCCs can be found in [11]. In this work, the authors propose an MFCC-based codec for use in distributed speech recognition (DSR) where MFCC feature vectors are extracted and quantized by the client before transmission over the network. This approach reduces system complexity since an alternate codec would require server-side decoding and extraction of MFCCs before ASR—with an MFCC-based codec, these latter two steps are unnecessary. The authors invoke the work of [12] in which a bit rate of 4000 bps did not impair speech recognition rates. A technique was proposed for reconstructing the speech waveform for purposes of “playback” by either client or server. The technique relies on sinusoidal synthesis whereby the MFCCs along with pitch and a voicing decision allow sinusoidal amplitudes, frequencies, and phases to be estimated and used in reconstruction. The authors report that “natural sounding, good quality intelligible speech” can be reconstructed when 24 MFCCs per frame are used and pitch and voicing decision estimates are accurate [11].
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In contrast to previous work [11], [13]–[15], the method we present in this paper reconstructs the speech waveform by directly inverting each of the steps involved in computing MFCCs. For the steps which impose losses, we use a least-squares (LS) inversion of the mel-scale weighting functions and an iterative LS phase estimation method. The work presented in this paper is an extension of that presented by the authors in [17]. Surprisingly, this approach does not appear to have been proposed despite yielding a much simpler reconstruction algorithm than the sinusoidal-synthesis based methods presented in [11], [13]–[15].

The challenge in the reconstruction of speech from an MFCC-based feature extraction process normally used in ASR (13-20 MFCCs per frame), is that too much information is discarded to allow a simple reconstruction of a speech signal [15]. The key to this approach is to simply not discard too much information and instead use a high-resolution MFC (large number of MFCCs per speech frame), thus eliminating the need for auxiliary computation of fundamental frequency as needed in other methods [11], [13]–[15]. We show in this paper that through proper quantization of the MFCCs we can encode at 4800 bps rates (compatible with the ETSI Aurora DSR standard [13]) while at the same time enabling good quality, intelligible, reconstructed speech. Furthermore, we show that from the high-resolution MFC vector we can easily downconvert to the low-resolution MFC vector for compatibility with ASR. This conversion produces a low-resolution MFC vector that is statistically closer to that which is directly extracted from a speech signal than other codecs based on LPCs.

We argue that our proposed approach satisfies the front-end DSR requirements: 1) ability to code MFCCs at standard bit-rates, 2) a simple downconversion to lower dimensional MFCC vectors compatible with ASR, and 3) good-quality reconstruction of the speech waveform from the MFCCs. We also show that the high-resolution MFC can be coded at bit-rates as low as 600 bps, yielding Perceptual Evaluation of Speech Quality (PESQ) [18] scores better than the state-of-the-art Mixed-Excitation Linear Predictive enhanced (MELPe) codec [19]–[22] and at higher bit-rates, better than that of Code-Excited Linear Prediction (CELP)-based codecs [23]. Furthermore, in informal subjective listening tests, the proposed MFCC-based codec has a Mean Opinion Score (MOS) which closely follows PESQ.

This paper is organized as follows. In Section II, we present the procedure for reconstruction of the speech waveform from MFCCs. In Section III, we analyze and discuss the resulting perceptual artifacts due to the reconstruction. In Section IV, we describe the MFCC-based speech codec which utilizes the proposed reconstruction method in the decoder and present performance and computational benchmarking results in Section V. In Section VI, we present the procedure for downconversion of MFCC features for use in DSR systems and provide several measures of the accuracy of the downconverted MFCCs including Word Accuracy Rate (WAR). Finally, we conclude in Section VII.

II. RECONSTRUCTION OF THE SPEECH WAVEFORM FROM MEL-FREQUENCY CEPSRAL COEFFICIENTS

A. Cepstrum

Computation of the cepstrum begins with the discrete Fourier transform (DFT) of a windowed speech signal \( s \)

\[
x_r[m] = s[rR + m]w[m]
\]

(1)

where \( w \) is the length \( L \) window \((0 \leq m \leq L - 1)\), \( R \) is the window or frame advance in samples, and \( r \) denotes the frame index. For convenience, we denote the speech frame as

\[
x = [x_r[0], x_r[1], \ldots, x_r[L - 1]]^T
\]

(2)

(we drop the subscript \( r \) to simplify notation) and the spectrum as the Discrete Fourier Transform (DFT) of \( x \)

\[
X = \mathcal{F}\{x\}.
\]

(3)

The cepstrum of \( x \) may be defined as

\[
C \equiv \mathcal{F}^{-1}\{\log|X|}\}
\]

(4)

where the inverse discrete Fourier transform \( \mathcal{F}^{-1} \) is applied to the log-magnitude spectrum of \( x \).

B. Mel-Frequency Cepstrum

In the definition of MFCCs \( \mathcal{M} \), we apply a set of weighting functions \( \Phi \) to the power spectrum prior to the Discrete Cosine Transform (DCT) and log operations [10]

\[
\mathcal{M} = \text{DCT}\{\log\Phi|X|^2\}.
\]

(5)

This weighting \( \Phi \) is based on human perception of pitch [9] and is most commonly implemented in the form of a bank of filters each with a triangular frequency response [10]. The mel-scale weighting functions \( \phi_j \), \( 0 \leq j \leq J - 1 \) are generally derived from \( J_1 \) triangular weighting functions (filters) linearly-spaced from 0–1 kHz, and \( J_2 \) triangular weighting functions logarithmically-spaced over the remaining bandwidth (1–4 kHz for a sampling rate of 8 kHz) [10], where \( J_1 + J_2 = J \). Additionally, in our work we use two “half-triangle” weighting functions centered at 0 and 4 kHz which we include in \( J_1 \) and \( J_2 \) since these will directly affect the number of MFCCs. The use of the two “half-triangle” weighting functions improves the quality of the reconstructed speech waveform which is described in the next section. In usual implementations, \( J < L \) and thus this weighting may also be thought of as a perceptually-motivated dimensionality reduction.

The mel-weighted power spectrum in (5) can be expressed in matrix form as

\[
Y = \Phi|X|^2
\]

(6)

where \( Y \) is \( J \times 1 \), the weighting matrix \( \Phi \) is \( J \times L \) and has columns \( \phi_j \), and \( |X|^2 \) is \( L \times 1 \).
C. Reconstruction from MFCCs

The MFCCs are primarily used as features in speech processing and are not normally converted back to speech, however, an estimate of the speech frame can be made from the MFCCs as in [24]. In (5), two sources of information loss occur: 1) application of the mel-scale weighting functions and 2) the phase spectrum is discarded in computing the power spectrum. Otherwise, the DCT, log, and square-root operations are all invertible. Thus, estimation of the speech frame from the MFCCs requires a pseudo-inverse of \( \Phi \) and an estimate of the phase spectrum.

1) Least-Squares Inversion of the Mel-Scale Weighting Functions: Since \( J < L \) we are presented with an under-determined problem. In order to solve this problem, we use the Moore-Penrose pseudo-inverse \( \Phi^\dagger = (\Phi^\top \Phi)^{-1} \Phi^\top \) and form a LS solution, i.e., the solution of minimal Euclidean norm [25], for \( |X|^2 \) as

\[
|X|^2 = \Phi^\dagger Y = \Phi^\dagger \Phi |X|^2 \approx |X|^2. \tag{7}
\]

2) Least-Squares Estimation of Speech Frame from the Magnitude Spectrum: After pseudo-inversion of the mel-scale weighting functions, we are left with a magnitude spectrum from which we must estimate the speech frame. In order to compute the inverse transform, we must therefore estimate the phase spectrum since this is discarded during computation of the MFCCs. The speech frame (and hence the phase spectrum) can be estimated using the well-known, Least-Squares Estimate, Inverse Short-Time Fourier Transform Magnitude (LSE-ISTFTM) algorithm shown in Algorithm 1 [26]. The LSE-ISTFTM algorithm iteratively estimates the phase spectrum and couples this to the given magnitude spectrum resulting (after inverse transformation) in a time-domain estimate of the speech frame. The complete speech waveform is then reconstructed via an overlap-add procedure from the sequence of estimated speech frames.

Algorithm 1 Least-Squares Estimate (LSE), Inverse Short-Time Fourier Transform Magnitude (ISTFTM),

Given: Speech magnitude spectrum, \( |X| \) and desired number of iterations, \( M \)
Find: LSE speech frame, \( \hat{x} \)
1: Initialize \( \hat{x} \) to white noise
2: for \( m = 1 \) to \( M \) do
3: \( \mathcal{F}\{\hat{x}\} = \hat{X} = |x|e^{j\hat{\varphi}} \)
4: Let \( \bar{X} = |x|e^{j\hat{\varphi}} \)
5: Compute \( \hat{x} = \mathcal{F}^{-1}\{\hat{X}\} \)
6: end for

III. Artifactual Effects in Reconstruction of Speech from MFCCs

In this section, we quantify the loss in speech quality when reconstructing a speech signal from MFCCs using the PESQ measure [18]. We will first provide a brief discussion of the PESQ measure and then discuss the degradation in the reconstruction of speech due to the two above mentioned sources of information loss: least-squares inversion of the mel-scale weighting functions and least-squares estimation of the speech frame from the magnitude spectrum.

A. Perceptual Evaluation of Speech Quality (PESQ)

PESQ is an objective measure of speech quality developed to obtain the highest correlation with subjective MOS [27] and was adopted by ITU-T as Recommendation P.862 [28]. PESQ is considered to have “acceptable accuracy” for evaluation of waveform-based (PCM) and CELP-based codecs for bit-rates \( \geq 4000 \) bps [28]. Applications for which PESQ has not been officially validated include CELP-based codecs less than 4000 bps and non CELP-based codecs [28]. However, many researchers have found PESQ useful in evaluating codec performance outside of recommendation [18], [29]–[31]. PESQ has recently been evaluated against W AR for ASR and artificial voices [29]. In [29], the authors compare PESQ and other objective measures of speech quality to WAR for a digit recognition task measured for different noise conditions and noise-reduction algorithms. They find PESQ to be well-correlated to WAR, although the specific relationship is not linear. A least-squares fit to the PESQ-W AR relationship provides a means to estimate WAR from PESQ; this estimator was found to have coefficient of determination \( R^2 = 0.85 \). Thus, while PESQ may not have been specifically analyzed for speech quality evaluation of non-CELP-based codecs or low bit-rate codecs, it has been shown to be a broadly applicable measure across a wide range of speech processing applications. Furthermore, we present results of informal subjective listening tests and provide examples of speech waveforms decoded with our and other codecs in order to provide informal subjective validation of the PESQ results presented in this paper [32].

B. Quality of Speech Reconstructed from MFCCs

Although the DCT, log, and square root operations in (5) are all invertible, we must utilize a pseudo-inverse of the mel-scale weighting functions and a phase estimate (LSE-ISTFTM) in order to complete the reconstruction of the speech frame; these two steps will impose quality losses. In this work, PESQ results were averaged over a sample of 16 TIMIT speakers (8 female and 8 male) downsampled to a rate of \( f_s = 8000 \) Hz; each signal is \( \sim 24s \) in duration [33]. The baseline PESQ score for the TIMIT reference signals is 4.5.

We begin by computing the MFCCs as in (5) using a 240 sample (30 ms) Hamming window with a 120 sample frame advance (50% window overlap). The number of MFCCs over \( 0–1 \) kHz, \( J_1 \) is selected as follows. We set \( J_1 = 30 \) for \( J \geq 60 \) or for \( J < 60 \), \( J_1 \) is selected for highest PESQ (\( J_1 \) = \( [7, 15, 20, 30, 30] \) for \( J = [10, 20, 30, 40, 50] \) respectively); the number of MFCCs over \( 1–4 \) kHz, \( J_2 = J - J_1 \). For a 30 ms window length, the DFT resolution is \( 33\frac{1}{3} \) Hz, providing exactly 30 frequency points over \( 0–1 \) kHz. Thus, for \( J \geq 60 \) there is no binning of the first 1 kHz; equivalently, the upper \( 30 \times 30 \) block of \( \Phi \) is identity. From the MFCCs, we reconstruct the speech waveform using the method described in Section II-C. Fig. 1 shows the PESQ as a function of \( J \).
We have observed through simulation and PESQ evaluation that the individual MFCC variance is directly related to its contribution to speech quality. Shown in Fig. 2 is a plot of the variance of individual MFCCs across the speech frames for the complete 630 speaker TIMIT corpus. We see a large variance for the first seven MFCCs and smaller variance for coefficients in the approximate range of 8–30, when a total of 70 MFCCs are used. This is not unexpected given the direct correspondence of the initial part of the high-resolution MFCCs to formant structure and correspondence of middle coefficients to pitch period (i.e., vocal excitation) information. In the high-resolution MFC (70 coefficients), we can roughly partition coefficients 2-14 as corresponding to formant structure and coefficients 15-30 as corresponding to pitch; the first MFCC is related to energy. It is the high-resolution aspect of these MFCCs that allows for direct modeling of the pitch information by the MFC. Since the initial 1 kHz of the spectrum is binned with a one-to-one correspondence, the harmonic structure of the pitch is maintained in the spectrum and converted by the DCT to the middle portion of the cepstrum. Fig. 2 thus suggests that more bits will have to be allocated to the few MFCCs corresponding to formant structure.

**B. Non-Uniform, Scalar Quantization of MFCCs**

We first consider non-uniform, scalar quantization (SQ) of the MFCCs. The non-uniform quantization levels are determined using the Lloyd algorithm ($k$-means clustering) [1], [34]. Allocating a fixed 4 bits per MFCC, which yields a bit rate of $4 \times 70 \div 0.015 = 18,667$ bps, we can realize a PESQ of 3.45—only 0.13 PESQ MOS points below the reference which does not quantize the coefficients. This small degradation suggests 4 bits per MFCC are sufficient to code any MFCC with minimal loss.

In order to reduce the coding rate, we next consider reducing the number of bits per MFCC based on the variance as discussed in section IV-A. Given a target bit rate, we proportionally allocate bits to each MFCC according to the values shown in Fig. 2 allowing for a maximum of 4 bits and a minimum of 0 bits; in the latter case, we reconstitute the MFCC by using the coefficient’s mean value (previously determined from speech data and stored in a lookup table at the decoder). Thus, the number of bits allocated to coefficient
As a result, we encode MFCC vectors at different bit-rates as specified in Table I. For example, at 1200 bps with a 25% window overlap, a total of 27 bits are available to encode each MFCC vector and for higher bit-rates (1200, 2400, 4800 bps) it is better to increase the window overlap and reduce the number of bits for each MFCC. In fact, at the lowest bit rate we achieve the highest quality speech signals with no window overlap. In the following section we will utilize various window overlaps to achieve highest performance.

Interestingly, in the case of small overlap, we have found that inserting interpolated frames can improve quality of the decoded speech. These inserted frames are the direct linear interpolation of the two adjacent frames and are used by the LSE-ISTFTM algorithm as if they were a normally computed speech frame. Each interpolated frame essentially reduces the frame advance by a factor of 2. Fig. 4 illustrates the effect of inserting 3 interpolated frames for the SQ (magenta circle dashed line). For this case, recalling that the original signal was computed with 50% overlap, this is an approximation to a signal that was computed for 87.5% overlap. It is hypothesized that the redundancy of the interpolated frame improves in the inversion process of the LSE-ISTFTM algorithm which is a large source of quality loss (Section III-B).
TABLE I

<table>
<thead>
<tr>
<th>Bit-rate</th>
<th>Overlap</th>
<th>Energy (Coeff 1)</th>
<th>Formant (Coeffs 2–14)</th>
<th>Pitch (Coeffs 15–70)</th>
<th># Interp. Frames</th>
<th>Equivalent Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 bps</td>
<td>0%</td>
<td>14-bit VQ (Coeffs 11–14)</td>
<td>14-bit VQ (Coeff 2)</td>
<td>14-bit VQ (Coeffs 15–22)</td>
<td>9-bit VQ</td>
<td>7</td>
</tr>
<tr>
<td>1200 bps</td>
<td>25%</td>
<td>14-bit VQ (Coeffs 8–10)</td>
<td>14-bit VQ (Coeff 5–7)</td>
<td>14-bit VQ (Coeffs 23–30)</td>
<td>8-bit VQ</td>
<td>3</td>
</tr>
<tr>
<td>2400 bps</td>
<td>25%</td>
<td>14-bit VQ (Coeffs 7–14)</td>
<td>14-bit VQ (Coeffs 5–7)</td>
<td>14-bit VQ (Coeffs 31–50)</td>
<td>10-bit VQ</td>
<td>3</td>
</tr>
<tr>
<td>4800 bps</td>
<td>25%</td>
<td>14-bit VQ (Coeffs 11–14)</td>
<td>14-bit VQ (Coeffs 5–7)</td>
<td>14-bit VQ (Coeffs 51–70)</td>
<td>10-bit VQ</td>
<td>3</td>
</tr>
</tbody>
</table>

Each MFCC vector. The 1st coefficient, which is related to energy and has the highest variance of any MFCC, is encoded using 4 bit SQ, coefficients 2-14 which contain formant information are encoded using 14 bit VQ, and coefficients 15-70 which contain pitch information are encoded using 9 bit VQ. Interpolated frames are inserted prior to the reconstruction of the waveform with the LSE-ISTFTM algorithm; overlap, bit allocation, and interpolation parameters are listed in Table I along with the equivalent reconstruction overlap. It should be noted that the coefficient means (shown in Fig. 4) are not required for the VQ, as no coefficients are allocated 0 bits as in the SQ coder.

The performance of the VQ codec is significantly improved over the SQ codec, especially at low bit-rates as shown in Fig. 4 (blue square line). Additionally, we can achieve PESQ scores above 2.5 for bit-rates as low as 600 bps. Again, there is a muffling associated with the reconstructed speech, but clarity is improved over the SQ-based MFCC codec for all bit rates.

V. RESULTS

A. Objective Performance as Measured by PESQ

The proposed MFCC-based codec was compared to other low bit-rate coding schemes, namely CELP [23]. It is important to note that the proposed MFCC-based codec is based on completely different theory than MELP and CELP codecs. Rather than modeling the speech production process with linear prediction, we are quantizing the MFCCs themselves and then directly reconstructing speech from the MFCCs.

The CELP class of algorithms has been proven to work reliably as well as provide good scalability. Some examples of CELP-based standard codecs consist of G.728 [36] which operates at 16 kbps and DoD CELP (Federal Standard 1016) [37] which operates at 4.8 kbps. The open-source Speex codec, also based on CELP, operates at a variety of bit-rates ranging from 2150 bps to 44 kbps [38]. There are several aspects of human speech that cannot be modeled by traditional LPs. This results in a difference between the original and reconstructed speech, which is referred to as the residue. CELP-based codecs first compute the LPs and then calculate the residue. The residue is compared to a code book and the code word which best represents the residue is transmitted. A synthesis filter in the decoder utilizes the residue for more accurate synthesis.

The MELPe algorithm was derived using several enhancements to the original MELP algorithm [19]. MELPe is also known as MIL-STD-3005 [20] and NATO STANAG-4591 [21] and supports bit-rates of 600, 1200, and 2400 bps. Traditional LPC algorithms use either periodic pulse trains or white noise as excitation for a synthesis filter. The MELPe family of vocoders use a mixed-excitation model of the human voice and extensive lookup tables to extract and regenerate speech. The MELPe codec also utilizes aperiodic pulse excitation, pulse dispersion to soften the synthetic sound of reconstructed speech, adaptive spectral filtering to model the poles of the vocal tract, and multiple stage vector quantization (MSVQ) for compression. The MELPe codec is further tuned to code the English language. In this work, we utilize software by Compadent, Inc. for MELPe transcoding.

The performance of CELP (Speex) and MELPe are shown in Fig. 4 (green plus and cyan x lines, respectively) for various bit-rates between 600 and 4800 bps. The proposed MFCC-based codec yields PESQ scores better than the CELP and MELPe codecs for bit-rates ranging from 600 to 4800 bps. Although the decoded speech files coded with the CELP and MELPe codecs are intelligible, they are hindered by the artificial, synthetic-sounding speech common to many formant-based codecs.
TABLE II
SUBJECTIVE LISTENING TEST RESULTS. PESQ REFERS TO THE OBJECTIVE SCORE AS SHOWN IN FIG. 4 AND MOS REFERS TO THE AVERAGE MEAN OPINION SCORE OF THE 20 SUBJECTIVE TEST PARTICIPANTS. % DIFF IS THE PERCENTAGE DIFFERENCE, COMPUTED WITH RESPECT TO PESQ; THUS, NEGATIVE VALUES INDICATE A DEVIATION WITH PESQ SCORING LOWER THAN MOS AND VICE VERSA.

<table>
<thead>
<tr>
<th>Codec</th>
<th>Bitrate</th>
<th>PESQ</th>
<th>MOS</th>
<th>% Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>600 bps</td>
<td>2.60</td>
<td>2.75</td>
<td>-5.8</td>
</tr>
<tr>
<td></td>
<td>1200 bps</td>
<td>2.97</td>
<td>2.83</td>
<td>-4.9</td>
</tr>
<tr>
<td></td>
<td>2048 bps</td>
<td>3.16</td>
<td>3.00</td>
<td>-5.1</td>
</tr>
<tr>
<td></td>
<td>2400 bps</td>
<td>3.22</td>
<td>3.13</td>
<td>-3.0</td>
</tr>
<tr>
<td>MELPe</td>
<td>600 bps</td>
<td>2.36</td>
<td>2.88</td>
<td>-13.4</td>
</tr>
<tr>
<td></td>
<td>1200 bps</td>
<td>2.89</td>
<td>3.50</td>
<td>-21.1</td>
</tr>
<tr>
<td></td>
<td>2400 bps</td>
<td>3.18</td>
<td>3.85</td>
<td>-21.1</td>
</tr>
<tr>
<td>CELP</td>
<td>2150 bps</td>
<td>2.64</td>
<td>2.75</td>
<td>-4.2</td>
</tr>
<tr>
<td></td>
<td>3950 bps</td>
<td>3.12</td>
<td>3.08</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

We thus find the proposed codec to be better in PESQ and competitive in an informal MOS rating than the CELP and MELPe codecs. The proposed MFCC codec, however, has additional advantages when considered for DSR or ASR systems, as will be discussed in further detail in Section VI.

C. Post-Processing in the MELPe Codec

Several codecs take advantage of post processing techniques to achieve higher quality speech. MELPe for example, uses both adaptive spectral filtering and a pulse dispersion filter. The adaptive spectral filtering is designed to sharpen formant peaks in voiced speech and the pulse dispersion filter is designed to spread the signal decay in unvoiced speech. These post filtering processes are specifically designed for LPC codec artifacts and improve quality and reduce the harshness of the synthesized speech. Future work on the MFCC-based codec should explore the use of other post processing techniques to improve speech quality of the proposed codec.

D. Benchmarking for the Proposed MFCC Codec

The encoding process involves two stages: MFCC computation and quantization. MFCC feature vectors are very common in the speech processing realm and do not pose a computational concern even when high resolution MFCCs are extracted. The quantization stage is the main computational concern in the encoder. A non-optimized MATLAB® implementation of the encoder was benchmarked on a standard 3.4 GHz PC; Table III displays the resultant average encoder times for the ~24 second speech files. We see that even the worst case scenario at 4800 bps is approximately 3 times faster than real-time.

The decoding process involves two stages: decoding and feature inversion. The decoding process is simply a lookup operation and does not pose a computational concern. Feature inversion is accomplished by means of the iterative LSE-ISTFTM algorithm. The majority of the complexity of LSE-ISTFTM algorithm is due to a forward and inverse STFT every iteration. A non-optimized MATLAB® implementation of the decoder was similarly benchmarked; Table III displays the resultant average decoder times. The worst case average total decoder time occurs at 600 bps because the effective overlap after interpolated frames are inserted is greatest (87.5% vs. 81.25%). However, the worst case scenario at 600 bps is still approximately 2 times faster than real-time.

E. Scaling Complexity for the Proposed MFCC Codec

Given better-than-real-time benchmarks in MATLAB® for encoder and decoder, a C/C++ compiled code executing on
a modern microprocessor or DSP is unlikely to present an
unreasonable burden on a mobile device or a speech server
for DSR applications. However, there are at least two ways
to decrease complexity and execution time without significant
degradation in performance.

The bulk of the complexity in the encoder resides in the
distance calculations between each data point and every
codeword. Methods such as hierarchical VQ or codeword
clustering have been proposed address this problem and can
be effectively employed to significantly reduce this aspect of
complexity. Although not currently implemented for this work,
such methods could significantly reduce encoder complexity
with little to no effect on speech quality. We refer the reader
to [35] for more information.

The bulk of the decoder complexity resides in the LSE-
ISTFTM algorithm, and most of the LSE-ISTFTM complexity
resides in the FFTs computed in each iteration (see Algo-
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quality speech reconstruction. However, downconversion from
(more MFCCs per speech frame) in order to obtain good-
required a much higher resolution mel-frequency cepstrum
channel for DSR [13].

As has been discussed, our proposed MFCC-based codec
requires a much higher resolution mel-frequency cepstrum
(more MFCCs per speech frame) in order to obtain good-
quality speech reconstruction. However, downconversion from
a high-resolution MFCC vector to a low-resolution MFCC
vector for feature compatibility with ASR systems is relatively
simple. The implementation of this conversion can be seen
by reviewing (5). To recover the power spectrum, we need
only invert the DCT and log operations and left multiply by
pseudo inverse of the mel weighting matrix, \( \Phi \). We then apply
a new, lower-dimension mel weighting matrix \( \Phi'(K \times L) \) followed by the log and DCT operations. It is only
the pseudo-inverse that introduces any error; thus, we can
quantify the error due to downconversion by considering the
downconverted mel filters.

We have investigated the effect of this downconversion
process by considering the error, \( |\Phi_{24} - \Phi_{70}| \), where \( \Phi_{24} \) are the standard 24 mel-scale weighting functions, \( \Phi_{24} = \Phi_{24} \Phi_{20} \Phi_{70} \) are the downconverted mel-scale weighting
functions, and \( \Phi_{70} \) are the high-resolution mel-scale weighting
functions used in this work. We find that in the downcon-
version process, the 24 mel-scale weighting functions are
modified by less than 10% of their original values when
downconverted from a high resolution MFC.

B. Accuracy of Downconverted MFCCs in ASR

Standard ASR systems use Gaussian Mixture Models
(GMMs) of MFCCs (features) extracted from short segments
of speech in order to recognize phonemes or other units of
a word. Therefore, one way to assess the impact on ASR
accuracy when using downconverted MFCCs is to statistically
measure the deviation between reference MFCCs (those ex-
tracted from a reference or uncoded signal) and the down-
converted MFCCs. By focusing on the features themselves,
we avoid having to control many of the other variables that
impact ASR accuracy. In addition, this deviation can bring
insight into the impact of MELPe and CELP coding when
features are extracted from transcoded signals and applied to
ASR. In particular, we are interested in evaluating the fidelity
of MFCCs under coding.

In this work, we propose to use the Kullback-Leibler (KL)
divergence between a GMM of reference MFCCs and a GMM
of downconverted MFCCs. Although KL divergence is a
widely-used measure, there is no known closed-form solution
for KL divergence between GMMs. However, as described in
[40], KL divergence between GMMs can be approximated as

\[
\text{KL}(\lambda_c || \lambda_r) \approx \frac{1}{M} \sum_{m=1}^{M} \log p \left( \mathcal{M}_{c,m} | \lambda_c \right) - \frac{1}{M} \sum_{m=1}^{M} \log p \left( \mathcal{M}_{r,m} | \lambda_r \right) \tag{9}
\]

where \( \mathcal{M}_{c,m} \) is the \( m \)-th vector of downconverted MFCCs
from the proposed codec, \( \lambda_c \) is the GMM of \( \mathcal{M}_{c,m} \), and \( \lambda_r \)
is the GMM of MFCCs extracted from the reference speech
signal. Alternately, we can use a symmetric version of (9) as
described in [41]

\[
\text{KL}(\lambda_r || \lambda_c) \approx \frac{1}{M} \sum_{m=1}^{M} \log p \left( \mathcal{M}_{r,m} | \lambda_r \right) - \frac{1}{M} \sum_{m=1}^{M} \log p \left( \mathcal{M}_{r,m} | \lambda_c \right) \tag{10}
\]

where \( \mathcal{M}_{r,m} \) is the \( m \)-th vector of reference (uncoded)
MFCCs.

According to the measures in (9) and (10), preservation
of the MFCCs will result in small KL divergence. Figure 5
displays KL divergence for (9) and (10) where \( \mathcal{M}_{c,m} \) is either
downconverted MFCCs from the proposed codec or the
MFCCs extracted from the MELPe or CELP codecs averaged
across all 16 TIMIT-sample speakers. For this figure, we used
32 component densities for the formulation of the GMMs \( \lambda_c \)
and \( \lambda_r \), and 13 MFCCs (similar to the ETSI Aurora standard)
for each vector. The proposed codec achieves significantly
lower KL divergence than either CELP or MELPe across
the range of bitrates. The proposed codec therefore preserves
the fidelity of the MFCCs better than MELPe or CELP and is expected to achieve ASR accuracies closer to reference (uncoded) signals than MELPe and CELP codecs.

C. Automatic Speech Recognition

We have implemented a large vocabulary, speaker independent ASR system using HTK, trained on the entire Wall Street Journal 0 (WSJ0) corpus [42] using word-internal triphones. We used 80 test files from the November 1992 ARPA WSJ test set [42].

Table IV presents the Word Accuracy Rate (WAR) for each of the codecs at a variety of bitrates. We find that the proposed MFCC-based codec achieves higher WARS than all codecs at all bit rates and at 2400 bps achieves WAR comparable to the uncoded speech signals. The WARS closely mirror the results indicated by the KL divergence plots as shown in Fig. 5. In addition, these WARS closely mirror the PESQ results shown in Fig. 4, consistent with [29].
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